Lecture Notes (Italics = Handouts)

Chapter 8 (Navidi)

Confidence Intervals for a Population Mean and for a 
Population Proportion
Estimating a population mean (()

The Sampling Distribution of a mean, 
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 (note: this is covered in Section 7.3 but I chose to discuss it here where will use it)
Let 
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 be the mean of a SRS of size n from a population with a mean of ( and a standard deviation of (, then
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) “standard error”)
This distribution is approximately normal for a random sample of size n, if the population is approximately normal or if n is sufficiently large n (n > 30 or 40 or ? depending on who you ask and the shape of the population distribution), this is by the Central Limit Theorem which states: 
The sampling distribution of 
[image: image9.wmf]x

 approaches a normal 

distribution as n increases, i.e. the sampling distribution is asymptotic to a normal distribution.
Section 8.1: Estimating ( when ( is known (this comes up so infrequently in the real world we could omit it without loss, but I will include it because it offers a simple introduction to confidence interval construction). 
Estimates of Parameters (e.g. (, p, or ()
Types of estimates

 
a point estimate is single number


an interval estimate is a range of values

with interval estimates we can attach a “level of confidence” (confidence level, TI: C-Level)

Recall for a normal population or if n is sufficiently large the sampling distribution of 
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 is approximately normal with
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For a level of confidence (C-level) of 1 – ( 


Notation: z( /2  is the z-score with and area of (/2 to its right (this z-score is often referred to as the “critical value”).

the margin of error, m = z( /2 SE(
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and the confidence interval (CI)
is 
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) in interval notation
The most commonly used C-levels and the corresponding z( /2’s
	C-level
	z( /2

	90%
	1.645

	95%
	1.960

	98%
	2.326

	99%
	2.576


On your TI calculators you can find a CI for ( (( known) with

STAT/TESTS/7:ZInterval (choose “Stats” for Inpt if given the sample mean and “Data” if given data)
Sample size determination, n is the minimum sample size required to make our margin of error, m
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Confidence Interval Estimates for ( (sd known)
8.1 Exercises: 1 – 27 (odds), 35, 39, 45, 53, 63
Section 8.2: Estimating ( when ( is unknown

The Student’s t-distributions

history (sort of)


general characteristics


degrees of freedom


(show file, T-distributions Graphs.doc)

t-tables (T-table (Navidi).jpg)


Finding Critical Values of t
CI Estimate of (, ( unknown

margin of error 
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and the CI is 
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On your TI calculators you can find a CI for ( (( unknown) by

STAT/TESTS/8:TInterval (choose “Stats” for Inpt if given the sample mean and “Data” if given data)


Confidence Interval Estimates for ( (sd unknown)
Robust procedures: Procedures that work well even when one or more of the requirements, e.g. normality, is violated.

Note that one of the requirements for the t-test is that the population be normal, the fact that this test still works well if there is not too great a departure from normality means the test is robust.

8.2 Exercises: 7, 9, 11, 21, 29

Section 8.3: CI’s for a Population Proportion, p
Sampling Distribution of a proportion, 
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Requirements:


SRS (Independence of sampled values)


The population is at least 20 times as large as the sample.

The items in the population are divided into two categories 
(Number being counted in the sample is binomial)

The sample must contain at least 10 in each category. 

The sampling distribution of the proportions (
[image: image26.wmf]ˆ

p

) (see section 7.4).
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This distribution is approximately normal for a random sample of size n, sufficiently large (Navidi states this by saying that np and n(1 – p) are both ( 10).


When we can’t compute the standard deviation of a sampling distribution because we don’t know the value of a parameter (e.g. p) we use a statistic which estimates the parameter (e.g. 
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) the resulting measure is called the “standard error”, SE, of the sampling distribution.
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Confidence Interval (CI) estimation of a population proportion, p


Margin of error, m = z*(SE(
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A CI estimate of p is (
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 – m,
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This can also be written as 
[image: image40.wmf]ˆ

p

 ( m
On your TI calculators you can find a CI for p with

STAT/TESTS/A:1-PropZInt 

Sample size for a CI for p
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, where p* is your best estimate for p (
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 if available)  . If you have no estimate for p use p* = 0.5 to get
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8.3 Exercises: 7 – 11, 17, 19, 23, 27, 29
We are not doing section 8.4 at this time.
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