Lecture Notes (Italics = Handouts)

Chapters 5

Probability
Section 5.1:  Basic Concepts of Probability
Deterministic vs Probability Experiments

A probability experiment if individual outcomes are uncertain but there is nonetheless a regular distribution of the outcomes in a large number of repetitions.

Definition of probability from Navidi/Monk (our text):


The probability of an event is the proportion of times the event occurs in the long run, as a probability experiment is repeated over and over again.
A very similar definition of probability that I like a little better:


For a probability experiment the probability of an event is the expected long-term relative frequency for that event (that is, the proportion of the time that we’d expect that particular event to occur in the long run).

For an event A,

Relative frequency(A) = # times A occurs/# of trials

The Law of Large Numbers (LLN) states that as a probability experiment is repeated a large number of times the proportion of times that a given event occurs will approach its probability. (Applets to demo)

Some definitions:


sample space, –the collection (set) of all possible outcomes of a probability experiment  (e.g. flip a coin, roll a die) (each element is an outcome)

event – any collection (set) of outcomes of a random procedure (denoted with uppercase italicized letter, e.g. A)

probability model – consists of 1) the sample space and 2) a way of assigning probabilities to events, P(A) denotes the probability of an event occurring
Computing probabilities with equally likely outcomes (this is often refer to as theoretical or classical probability)

If all outcomes in the sample space are equally likely then
 P(A) = #(A) / #(S)  (examples: flip a coin, roll a die, roulette wheel, pick a card or person in the room)
For any event, A


1)  0 ( P(A) ( 1

2)  P(S) = 1  S is the “certain event”


3)  P(() = 0  ( is the “impossible event”
Tree diagrams to get the sample space (flip two coins, three coins, roll two dice [array better])

An unusual event is one whose probability is small. This is often thought of an event whose probability is less than 0.05 (an event that occurs less than 5% of the time).
Computing probabilities with the empirical method

If a probability experiment is conducted a large number of time then we can say 

P(A) = number times A occurs / number of trials

(examples: thumb tack tossed, free throw made by Curry, flight being on time)
Exercises: 1 – 12, 13 – 19 (odds only), 29, 31, 41
Section 5.2:  Some probability rules

A compound event is an event that is formed by combining two or more events.

If we consider the sample space S and the events A and B we can create new events from these, for example:
not-A =  the event A does not occur, Ac “A-complement”
A or B = the event that A occurs or B occurs or both occur

A and B = the event that A and B both occur

The set theoretical notation for these are:
(we won’t use this notation but it is common and you should be familiar with it)
not-A = Ac (the complement of A)
A or B = A ( B (the union of A and B)

A and B = A ( B (the intersection of A and B)
We would like to know how the following are related:

P(A), P(not-A), P(B), P(A or B), P(A and B)

Venn Diagrams


Intersection ( (And) and Union () (Or)

Example: roll a fair die, so S = {1,2,3,4,5,6} and consider the events
A = {3, 4, 5, 6}, B = {1, 3, 5}, C = {1, 2, 3}, and D = {2, 4}

General Addition Rule:


P(A or B) = P(A) + P(B) – P(A and B)

Two events are mutually exclusive if it is impossible for both events to occur simultaneously.

Note that if A and B are mutually exclusive events you have the special case of the addition rule: 

P(A or B) = P(A) + P(B) because P(A and B) = 0.
Rule of Complements

P(not-A) = P(Ac) = 1 – P(A)

(note that this is equivalent to P(A) + P(Ac) = 1)
Exercises:  1 – 12, 13 – 29 (odds only)
Section 5.3: Conditional Probability
We often want to describe the probability of one event occurring given that another event has already occurred. For example we might want to know the probability of getting an A in a class given that you get an A on the final exam. This probability will most likely not be the same as the probability of getting an A in the class given you got a C on the final. Another example, the probability that a randomly selected SCC student is over 5 feet 10 inches tall may be 0.20, whereas the probability that a student is over 5 feet 10 inches given that the student is male may be 0.35. We write the probability that B given A, P(B | A)

P(B | A) is the probability that B occurs under the assumption that A occurs. Read: “the probability of B, given A.”
Example:
A card is randomly selected from a standard 52 card deck. P(heart) = 0.25, but P(heart | red) = 0.5.

Rules for conditional probability: 
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General Multiplication Rules

 P(A and B) = P(A) P(B | A)

 P(A and B) = P(B) P(A | B)

Independence 

Intuitively, two events are independent if the occurrence of one event doesn’t affect the probability that the other event occurs (I’ll give a formal definition of independent events later.)

Formally, A and B are independent if and only if P(A | B) = P(A), this says what our informal intuitive definition says, that if B occurs then the probability of A remains the same [note that if this is true so is P(B | A) = P(B)]

Examples: flip a coin twice, born in July have type O blood

Multiplication Rule for independent events, a special case of the General Multiplication Rule

 P(A and B) = P(A) P(B)

Events which are not independent are called dependent events

The following four statements are logically equivalent (i.e. if one statement is true they are all true and if one’s false, all are false).


1)
A and B are independent


2)
P(A | B) = P(A)


3)
P(B | A) = P(B)


4)
P(A and B) = P(A) P(B)
Independent vs mutually exclusive (don’t confuse them) If two events are independent then they are not mutually exclusive and if mutually exclusive, they are not independent.

Exercises:  1 – 14, 15 – 25 (odds), 27 – 33 
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