Lecture Notes (Italics = Handouts)

Chapters 4
Correlation and Regression

Bivariate data – are the variables related (associated) 
(Introduction to Numerical Bivariate Data)
response (outcome) and explanatory (predictor) variables



score on a test, hours studying



yield of a crop, amount of water, amount of fertilizer



age, height of children 



SAT, ACT scores



number of beers consumed, blood alcohol level



height of women, heart attack rate

Sometimes roles can be switched – depends on how we think about it (e.g. SAT and ACT scores)
The three questions about quantitative bivariate data:


1.
Are they related and how?
Scatterplot 

2.
How strongly are they related?
Correlation 

3.
What’s the best mathematical model?
Regression 
Section 4.1:  Scatterplots and Correlation
Scatterplots: explanatory (predictor) on horizontal axis (x)

response on vertical axis (y)
What to look for:
direction (+ or –)

form (linear, curved, etc.)

strength

unusual features (outliers, subgroups)

Correlation


Standardize values 

r = 
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 (strength of linear association), this is the Pearson product-moment coefficient of correlation or, for short, the correlation coefficient


Properties of the correlation coefficient, r 



linear only (check with scatterplot)



sign



range (–1 to 1) 0 is “no correlation”, ±1 is “perfect”



no units



x y symmetry 


scale doesn’t matter (inches, lbs) or (cm, kg) r same



non-resistant (very sensitive to outliers)



examples with scatterplots (demo applet)

Exercises: 1 –16, 19 (use your calculator), 25 – 30
Section 4.2: The Least-Squares Regression Line
The linear model (put in a line) (demo applet)

What do we mean by “best fit”, residuals, y – 
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Least squares criterion and least-squares regression line
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b1 is the slope, b0 is the y-intercept


Note that for a particular value of x, 
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 is an estimate of the mean y-value of for all points with that x.

(Scatterplots, Correlation, Regression on the TI Calculators)

Exercises:  1 – 12, 21 (use your calculator for part a), 31

Section 4.3:  Problems and Issues with Correlation and Regression

The Correlation Coefficient and the Least-Squares Regression Equation only are interpretable for linear bivariate data.

Determining linearity: 
Scatterplots are using ok but better are

Residual Plots – assess the appropriateness of the regression  model (note that residual plots can be used to test the appropriateness of any model whether or not it is linear)
Extrapolation is making predictions for y outside the data range

(Nonsense values: ht-wt, chem. - bacterial count; unrealistic values fertilizer – yield)

Interpretation of Slope and y-Intercept

(Interpret with respect to the context of the variables – with units)
Significance of R2 (r2), the “coefficient of determination”:  “the fraction of the variation in the values of y that is explained by” x in the model.  Or another way to look at it: “R2 is the proportional reduction in error” in using the regression equation over using the mean, 

(Interpretation of the Correlation Coefficient and the Regression Equation)

Cautions and Problems when Analyzing Bivariate or Multivariate Data (Analysis of Numerical Bivariate Data) 

Correlation and Regression Issues [Correlation and Regression Issues.mpj]
Linear Analysis Only

(Scatter and Residual Plots to Assess Appropriateness of the Linear Model – see exercise 4.11)

High Correlation Does Not Imply Cause-Effect

(Examples: Education and Income, # Golf courses and #divorces 1960 – 1995, doctors/person and life expectancy, tv’s/ person and life expectancy, teacher’s income and alcohol consumption)
Lurking Variables and Causation, Confounding
Outliers and Influential Observations 

Two or More Subpopulations Mixed
(example: corr-reg subpopulations.mtw)

Exercises: 1 – 10, 19 – 22
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