Lecture Notes (Italics = Handouts)

Chapter 14
One-Way Analysis of Variance (ANOVA)
One-Way Analysis of Variance (ANOVA) – Comparing more than two means
When asking if the means of five populations (groups) (µ1, µ2, µ3, µ4, µ5) are all equal or not we can’t compare them in pairs (for five groups there are ten possible pairs). 

1)
When comparing many means we’d expect the gap between the smallest and largest means to be large so that the means would be significantly different if we just looked at the two groups but not when we consider all groups (think of tallest and shortest person in larger and larger groups)

2)
If we did do a set of pairwise comparisons, all with a 5% level of significance, we have a 5% chance of a type I error on each of the tests, so with 5 groups we’d have a 5% chance of a type I error on each of the 10 tests.


So the probability of at least one type I error is 1 – prob(0) = 
1 – binomcdf(10, .05, 0) ( 0.401, overall, a more than 40% chance of a type I error!!!
The basic idea of ANOVA is to compare the amount of variation among the sample means to the amount of variation within the samples.
The Idea of Analysis of Variance
We test:
H0: µ1 = µ2 = µ3 =… = µg (g is the number of groups)
vs
HA: not all means are equal
The test statistics is the F statistic and 



F = 
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 = 
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degrees of freedom = ( numerator df, denominator df) (#groups – 1, #observations – #groups)

TI calculator syntax: 
Fcdf(lowerbd, upperbd,num df, dem df)


For ANOVA we will want to use the upper tail, so the P-value is:
Fcdf(Fobserved, 10^99,num df, dem df)
The conditions for one-way analysis of variance are:

1)
Independent SRS’s from 


2)
Normal populations


3)
All populations have the same variance
Robust for 2) and 
robust for 3) (if the sample sizes are all the same – a balanced design – or if the sample size are not too small)
ANOVA exercise (cigars)
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