Lecture Notes
Introduction and Chapter 1 (Navidi/Monk, 3rd)
(Italics = Handouts)
Introduction
What is statistics? Many definitions


Utts/Heckard: Statistics is a collection of procedures and principles for gathering data and analyzing information in order to help people make decisions when faced with uncertainty. 


DeVeaux/Velleman: Statistics is a way of reasoning, along with a collection of tools and methods, designed to help us understand the world. 


Agresti/Franklin: Statistics is the art and science of designing studies and analyzing the data that those studies produce. Its ultimate goal is translating data into knowledge and understanding of the world around us. In short, statistics is the art and science of learning from data. 


Triola: Statistics is the science of planning studies and experiments, obtaining data, and then organizing, summarizing, presenting, analyzing, interpreting, and drawing conclusions based on the data.


Moore: Statistics is the science of learning from data.


Navidi/Monk: Statistics is the study of procedures for collecting, describing, and drawing conclusions from information.

What does statistics do? Lots of things!


Statistics plays a role in making sense of the complex world in which we live today.

To be an effective citizen of the 21st century one must be able to make use of the data that is available to us and to critically analyze the statistics with which we are presented.


Transforms raw data to useful information.

How important is statistics? Some Quotes

1.
Statistical thinking will one day be as necessary for efficient citizenship as the ability to read and write. (H. G. Wells)
2.
The major problem of man living in the 20th century is to learn to live with uncertainty. (Bertrand Russell)

3.
To understand God’s thoughts we must study statistics, for these are the measure of His purpose. (Florence Nightingale)

Section 1.1 Sampling
Population vs Sample (Why use samples?) (potato picture)

What is the goal of a good sample?

Types of samples


Simple Random Sample (SRS)



Use random number generator on calculator or software


Convenience Samples: not drawn by a well-defined random method.


Stratified Samples


Cluster Samples


Systematic Samples


Voluntary Response Sample (never reliable)

Statistic vs Parameter (a number or measure that describes a sample or populations respectively) 

Section 1.1 Homework:1–20, 25–29, 31, 33, 34, 35

Section 1.2 Types of Data (end of revise Jan 13)
Individuals:  the objects of the study, people, animals, things, …
Variables:  characteristics of the individuals
Examples: 

individuals = California voters; 

variables = party, age, level of education, voted in last election (Y or N), [name others]

individuals = Sonoma county vineyard

variables = variety of grape(s) grown, elevation, mean high temperature in July, [name others]

Data Tables (often in a spreadsheet type array) (see Table 1.1, pg. 12) (Minitab worksheet)

row = case (a single individual)

column = variable

[Note: metadata is not discussed in our text.]

When looking at data the metadata (information about the data) is important and should be considered, one statistician described the W’s of metadata as:

Who – the individual about which we record characteristics


What – what we record about the individuals, variable(s)


Why – the questions we ask of a variable (can affect type); why are we recording values of this variable


Where


When


hoW (e.g. how percentage body fat was measured)

Metadata adds context and meaning to our data. 
The two types of variables (the distinction is important because we treat them differently in statistics.

Qualitative or Categorical Variables: classify the individuals in categories or groups, for example where the individuals are SCC students: gender, religion, ethnicity, city of residence, [others]
Quantitative Variables: numerical (counts or measures), e.g. height, weight, GPA, age, distance from home to the FF campus, [others]
Types of Qualitative variables: 

Ordinal: have a natural ordering (e.g. grade in last math class)

Nominal: no natural ordering (e.g. gender)
Types of Quantitative variables:

Discrete: values can be listed (e.g. number in a household)
Continuous: can assume any value of some interval of the real numbers (e.g. height)
Note that usually the values of a discrete variable are the result of counting something whereas usually the values of a continuous variable are the result of measuring something
Section 1.2 Homework: 1–14, 15–29 odds, 41
Section 1.3 Designs of Experiments

Experiments

Experimental Units: what we call the individuals in an experiment, if they are humans they are usually refer to subjects
The outcome or response variable in an experiment is what is measured on each experimental unit (e.g. in an experiment that involves corn production the response variable may the yield per acre)

In an experiment as opposed to an observational study the experimenters control some of the variables that may affect the response (these are usually called factors) (e.g. some factors may be the variety of corn, how much fertilizer is used, when the corn was planted). The controlled values of the factors are called levels (e.g. they may be used 0, 25, or 50 lbs of fertilizer per acre)
A treatment consists of one level for each of the factors (e.g. corn variety = Silver Queen, fertilizer = 25 lbs/acre, and planting = first week in May)
In a randomized experiment the investigator assigns the treatments to the experimental units at random. Ideally the treatment groups are exactly alike.
Block designs can be used to help make treatment groups similar 


Example: population = adults with high cholesterol



factor 1: drug (yes, no)


factor 2: diet (high fiber, low fat, high fiber and low fat, standard)


block 1:  sex (M, F)


block 2:  physical activity level (low, average, high)


n = 480, 120 women, 360 men


women (24, 64, 32)  men (80, 160, 120)
Observational Studies
Two types:


1)  Cohort: a group is studied to determine whether various factors are associated with a response.



prospective: subjects followed over time



retrospective: subjects sampled outcome has occurred


2)  Case-control: two samples, one with the condition (e.g. prostate cancer) one without (control) and various factors are compared (e.g. cigarette smoking, alcohol use)

A placebo is a neutral (dummy) treatment, one which we would expect to have no effect on the subject. For example, this could be a pill made of corn starch, a nonmagnetic arch support, or an “energy drink” that is nothing but flavored water.

A placebo effect is a response (usually psychological) to a dummy treatment.

A Hawthorne effect is when the subjects act or respond differently than they normally would simply because they are part of the study.


blind and double blind (to reduce placebo effect)


In a double blind neither the subjects nor those who interact with them know to which treatment group a subject is assigned.

Section 1.3 Exercises: 1 – 18, 21, 22, 25, 27

Section 1.4  Defining Bias

Bias in a statistical study is the systematic favoring of certain outcomes – certain outcomes occur more or less often than they do in the population
Sources of Bias


Response Biases


Voluntary Response Bias

Self-interest Bias


Social Acceptability Bias


Leading Question Bias


Nonresponse Bias

Sampling Bias



sampling frame and undercoverage (Literary Digest poll for the 1936 Presidential election, see problem 21 in §1.4)

Section 1.4 Exercises: 1 – 14, 21
