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Introduction to Numerical Bivariate Data

If two variables are measured on the same individual, e.g. height and weight of a man, or the size and value of a house then each pair is called an observation and can be recorded as an ordered pair, for example, (70 inches, 175 lbs.) or (2200 sq. ft, $510,000). Observations can also be recorded in a Minitab type worksheet or in a spreadsheet where each column represents a variable and each row represents an individual. (The number of variables can be increased to produce multivariate data.)

The first variable is usually considered to be the explanatory or predictor variable (algebraically the independent variable) because variability in this variable can be used to explain or predict variability in the other. For example, height can be used to explain differences in weight. The second is the response or outcome variable (dependent variable), it can be thought of as responding to changes in the first variable. 


In each of the following determine which variable is the explanatory variable and which is the response.


a.
A study is done to try to determine if there is a relationship between the price of a wine and its quality.


b.
A study tries to determine if the amount of attention a heart attack patient gets affects recovery time.


c.
An admissions officer at a university wants to know if college Freshmen grades are related to SAT scores.

THREE QUESTIONS ABOUT BIVARIATE DATA


1.
What, if any, is the nature of the relationship between the two variables? In particular, is there a linear association between the independent and dependent variables?

A scatterplot is created and examined to determine the nature of the association, if any.


2.
How strong is the linear association between the two variables?

The correlation coefficient, r, is computed to measure the strength of the linear association.


3.
What linear equation best describes the association between the independent and dependent variables?


Linear regression is used to compute the equation of the line of “best” fit.

